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Abstract

Due to its simplicity and efficiency, the fast gradient sign
method (FGSM) has been widely used inL∞ norm-bounded
adversarial attack. Its iterative variant I-FGSM has become
the de facto standard practice of performing a strong attack
but suffers from a low transfer rate. Momentum-based itera-
tive FGSM, i.e. MI-FGSM, is the first technique for boosting
the transferability of I-FGSM. In this work, we identify two
drawbacks of MI-FGSM: inducing higher average pixel dis-
crepancy (APD) to the image as well as making the current
iteration update overly dependent on the historical gradi-
ents. They increase the perturbation visibility as well as
limit the potential of even higher transferability. We revisit
why momentum improves the transferability and attribute
it to alleviating the unreliable sign directions for the small
gradient values. This unreliable sign direction problem oc-
curs because the sign operation in FGSM maps all posi-
tive and negative gradient values to 1 and -1, respectively
while ignoring their actual values. To this end, we propose
a new momentum-free iterative method that processes the
gradient with a generalizable Cut&Norm operation instead
of a sign operation. In a wide range of attack setups, our
approach consistently outperforms existing MI-FGSM by a
large margin for white-box and black-box attacks in both
non-targeted and targeted settings.

1. Introduction
Shortly after the discovery of adversarial examples [1,

7, 27], Goodfellow et al. has proposed the fast gradient
sign method (FGSM), a surprisingly simple yet effective
adversarial attack method. Specifically, they linearize the
cost function around its current network parameter, obtain-
ing an optimal max-norm constrained perturbation through
one-step backpropagation [7]. [18] introduced an iterative
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variant of FGSM, i.e. I-FGSM, for achieving a stronger at-
tack. Due to its simplicity and effectiveness, I-FGSM has
become the de facto standard practice of performing L∞
norm-bounded adversarial attacks. It is widely reported that
I-FGSM has a lower transfer rate than FGSM, and the rea-
son is often attributed to the over-fitting effect. Momentum-
based approach [5], which won the first place in NIPS2017
Adversarial Attack competitions for both non-targeted and
targeted settings, is one of the earliest approaches to im-
prove the transferability of I-FGSM without relying on an
ensemble of surrogate models [21, 28]. MI-FGSM has thus
become the basic framework for a line of works that im-
prove the transferability of adversarial examples, resulting
in a family of I-FGSM based transferable attacks, such as
MI-DI-FGSM [32] and MI-TI-FGSM [6].

In this work, we revisit why MI-FGSM improves the
transferability and complementary to prior work attribut-
ing it to stabilizing the gradient updates, we come up with
an intuitive explanation that links it to the sign operation
in FGSM. Specifically, the sign operation maps all posi-
tive and negative gradient values to 1 and -1, respectively,
while ignoring their actual values. This is equivalent to am-
plifying the gradient for the gradient values that are very
close to zero. In other words, their sign directions are less
reliable and the momentum approach alleviates this prob-
lem via aggregating all the historical gradient values. This
comes at the cost of a higher APD to the images, thus in-
creasing the visibility to the human eye. Note that higher
APD itself might also improve the transferability, but this
is not the intended effect. Another drawback we identify in
MI-FGSM is that the contribution of the current gradient to
the final gradient update direction gets smaller and smaller
in the perturbation generation process. Note that these two
drawbacks are momentum-inherent, so we intend to address
to attempt a momentum-free iterative gradient method by
challenging the long practice of adopting FGSM, i.e. sign
operation, in this field.

Intuitively, the actual gradient values at different pix-
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els have implications on update direction and magnitude of
the perturbation weight at the corresponding pixels; how-
ever, with the sign operation, FGSM only takes the direc-
tion into account while discarding the pixel-wise magnitude
difference. One non-trivial challenge of reflecting the gra-
dient values into the perturbation update with the L∞ con-
straint taken into account is that the gradient values vary
within an extensive range. To this end, we propose a simple
yet intuitive method coined as Cut&Norm. Specifically, to
make the perturbation more compatible with L∞ constraint,
we cut the perturbation gradient value to make its absolute
value lower than a certain threshold and then normalize the
resulted gradient values by its mean absolute value. Empiri-
cally, we find that keeping more original values is beneficial
for boosting performance. One extreme case is to keep all
gradient values proportional to their values, resulting in a
more simple yet effective variant of our Cut&Norm gradi-
ent method, and we adopt it as our final approach. Contrary
to the FGSM that discards all values, our final approach
keeps all of them and automatically addresses the unreli-
able sign direction concern of FGSM. Naturally, the mo-
mentum is no longer necessary in our approach and might
even decrease the performance due to its drawback of being
overly dependent on historical gradient values. Overall, our
approach outperforms existing MI-FGSM by a large mar-
gin in a wide range of attack setups. Our finding challenges
the long-time established practice of adopting FGSM inL∞
norm-bounded transferable adversarial attack.

2. Related works
Pioneering works in the field show the phenomenon

of transferability on a wide range of white-box attacks,
such as FGSM [7], I-FGSM [18], PGD [22], C&W [2].
This intriguing phenomenon has been partially attributed
to the hypothesis of linear nature of modern DNNs [7],
and this hypothesis has also been recently supported by the
finding that backpropagating linearly [9] or relying more
on the skip connections [31] improves transferability. [14]
has also attributed transferability to similar non-robust fea-
tures between models. Pixel interaction has also been re-
cently found to provide a unified perspective on transfer-
ability [30]. On the other hand, towards improving the
transferability, one line of work extended the I-FGSM at-
tack [5, 6, 32], while another line of work has attempted to
improve the transferability through fine-tuning adversarial
examples on the intermediate features [10, 20]. Multiple
works have also attempted to improve the transferability in
the targeted setting through designing a new Poincaré ball
distance loss. Optimizing the loss on the feature space has
also been investigated in [15–17]. We highlight that they
are all based on I-FGSM, and momentum is also by default
adopted to improve the transferability. In contrast to them,
our work investigates a new momentum-free iterative gradi-

ent processing method that is not based on FGSM. Since our
approach just replaces the FGSM with a new gradient pro-
cessing method, it can be directly plugged into the above
methods. Recently, the transferability has also been ex-
ploited in [4, 11, 33] to achieve more query-efficient black-
box attack [3, 8, 12, 13, 23, 24, 26, 29]. We refer the reader
to the supplementary material for a detailed description of
white-box and black-box attacks.

3. Methodology
Average Pixel Discrepancy (APD). In the field of

transfer-based black-box attacks, the L∞ norm is com-
monly adopted to make an adversarial example look natural.
However, the L∞ ≤ ε constraint does not necessarily guar-
antee that different attacks have equivalent perturbation vis-
ibility. To illustrate this, we can consider two extreme cases
of adversarial perturbations, one that only modifies a sin-
gle pixel with either ε or −ε and the other one that changes
all pixels with either ε or −ε. Consequently, the induced
change of the latter case would be more noticeable than the
former one, despite both cases resulting in L∞ = ε. The
reason can easily be attributed to the fact that the L∞ con-
straint only limits the maximum change of each pixel with-
out measuring their average change. To this end, we intro-
duce an auxiliary metric termed average pixel discrepancy
(APD), which is formally defined as the average of absolute
changes that perturbation brings to the sample on all pix-
els. Under the L∞ ≤ ε constraint, the APD is guaranteed
to be in the range of [0, ε]. Within this range, however, a
higher APD induces higher perturbation visibility. We refer
the reader to the supplementary for an in-depth discussion
of the APD.

3.1. Cut&Norm Gradient Method Based
Momentum-free Iterative Approach

Intuitively, the unstable sign issue in the vanilla I-FGSM
lies in the fact that sign operation is equivalent to ampli-
fying the values close to zero while diminishing the gradi-
ent values far from zero. To avoid amplifying the values
close to zero, we propose a new gradient method termed
Cut&Norm, which is shown in Algorithm 1. It has the ob-
jective to keep a portion of the input gradient values propor-
tional to original input gradient values while limiting the
remaining values to a minimum or maximum value. Before
detailing the algorithm, we point out two heuristic observa-
tions of the input gradients. First, the input gradient values
are almost symmetric and centered around a mean value of
close to 0. Second, the input gradient values cover a rela-
tively wide range of values, with most of them concentrat-
ing near zero. Due to the widespread of input gradient val-
ues, it is non-trivial to set an appropriate threshold to cut off
the gradient values; hence we choose the threshold with the
percentile. Specifically, after calculating the absolute val-



ues of the input gradients, we calculate the p-th percentile
of these values, resulting in the cut threshold value tcut
(See line 5). For example, considering p = 20% the 20-th
percentile threshold value tcut indicates the gradient value
for which 20% of all absolute input gradients are smaller.
Given the threshold value, all values below−tcut and above
tcut are set to−tcut and tcut, respectively, which represents
the cut-operation of our proposed algorithm. This is fol-
lowed by the norm-operation, which linearly scales the cut
gradients by the mean of the absolute of the cut gradient
values (line 7). This operation serves the purpose of giving
a fixed APD of the updated perturbation at each iteration.
Note that the APD at each iteration is 1, which is somewhat
equivalent to FGSM mapping all values to 1 or -1. It allows
a fair comparison with the FGSM since they make the APD
of the updated perturbation at each iteration the same.

Our Cut&Norm still resembles the philosophy of FGSM,
and an astute reader can quickly find out that FGSM is a
special case of our proposed method when the tcut is set
to a very small value. Empirically, we find that in general,
the attack performance increases with a larger tcut, suggest-
ing the vanilla FGSM is not an optimal mapping function.
Somewhat surprisingly, we empirically find that removing
the cut, i.e. setting the tcut threshold to an infinitely large
value, results in the best performance in most cases, see the
ablation study on cut ratio in the supplementary. Motivated
by this observation, our proposed generalizable Cut&Norm
approach can be simplified to a special variant that requires
no need to cut the perturbation values, and we adopt it as
our final approach. Contrary to FGSM, our final gradient
method without the cut operation in essence is just a lin-
ear mapping function that fully keeps the gradients propor-
tional to their original values. We note that this aligns well
with the practice of updating the model weight proportional
to their gradient values in modern network training. It is
worth mentioning that the updated perturbation after each
iteration is still clipped to be in the range of [−ε, ε] to make
it fulfill the L∞ constraint.

4. Experiments

4.1. Experimental Setup

Dataset and Networks. We generate transferable adver-
sarial examples on a ImageNet-compatible dataset con-
sisting of 1,000 images. Notably, this dataset has also
been widely used in [5, 6, 32]. Following [19], we study
9 state-of-the-art pre-trained models on ImageNet [25].
Out of them, we have 6 normally trained models, namely
Inception-v3 (Inc-v3), Inception-v4 (Inc-v4), Inception-
Resnet-v2 (IncResv2), and Resnet-v2-50, 101, 152 (Res-50,
101, 152) and three adversarially trained networks, namely
Inc-v3ens3, Inc-v3ens4, and IncRes-v2ens.

Algorithm 1: Cut&Norm Algorithm

Input: Data X , Classifier Ĉ, Loss function L, mini-batch
size m, Number of iterations I , perturbation
magnitude ε

Output: Perturbation vector δ
δ1 ← 0 . Initialize perturbation
for t = 1, . . . , T do

g ← ∇vL(x+ δt, y) . Calculate input
gradient

gabs = |g|
tcut = Percentile (gabs, p) . Percentile
gcut = Clip(g, -tcut, tcut) . Cut-operation
gnorm
cut = gcut / mean(|gcut|) . Norm-operation
δt+1 = δt + α · gnorm

cut

δt+1 = Clip(δt+1, -ε, ε)
end

Parameters. It is conventional practice for works in the
field to conduct the same hyperparameter setting. For ex-
ample, the maximum perturbation in [5, 6, 32] is all set to
16 out of 255 to make the perturbation invisible. Follow-
ing [19], we set the step size α = ε/T where the total iter-
ation number T is 10. Following [5], for the momentum in
MI-FGSM, the decay factor µ is set to 1, and the probabil-
ity p of applying the stochastic input diversity in DI-FGSM
is set to 0.7. The kernel length in TI-FGSM is set to 5 for
normally trained models, while it is set to 15 for attacking
adversarially trained models. For the Po-Trip loss, we fol-
low [19] to set λ to 0.01 and margin γ to 0.007.

4.2. Transferable Targeted Attack

We mainly investigate the more challenging targeted set-
ting. For a comprehensive comparison between our pro-
posed method and FGSM, we report the attack success
rate for the averaged attack success rate on each individ-
ual white-box model in the ensemble training as well as the
attack success rate for the hold-out black-box model.

Attacking Standard Models. We first demonstrate the
results when adversarial examples are crafted on an ensem-
ble of models and are evaluated on standard models. Sim-
ilar to [5, 19] we realize an ensemble of models through
l(x) =

∑K
k=1 wklk(x), where K indicates the number of

models in the ensemble, lk refers to the logits of model
k for input sample x, while l indicates the resulting en-
semble logit values. The logit values of each model are
weighted with wk, for which we choose an equal weighting
wk = 1/K. We generate the transferable adversarial exam-
ples on an ensemble of 3 models and evaluate them in the
white-box scenario, meaning on the ensemble network and
the black-box setting, referring to a hold-out network. Note
that the hold-out network is indicated as the column heading



Table 1. The ASR/APD of targeted FGSM-based attack and our
method. We study four models—Inc-v3, Inc-v4, Res-152, and
IncRes-v2, and adversarial examples are crafted via an ensemble
of three of them. In each column, “-” denotes the hold-out model.

Attacks -Inc-v3 -Inc-v4 -Res-152 -IncRes Avg.

E
ns

em
bl

e
W

hi
te

-b
ox

I 95.0 / 3.3 88.0 / 3.2 92.7 / 3.3 88.9 / 3.2 91.2 / 3.2
MI 94.1 / 9.9 89.8 / 9.9 93.6 / 9.7 90.6 / 9.8 92.0 / 9.8

Ours 97.4 / 3.9 95.1 / 3.8 97.9 / 3.9 94.4 / 3.8 96.2 / 3.8
DI 79.1 / 3.3 75.5 / 3.2 83.5 / 3.2 78.1 / 3.2 79.0 / 3.2

MI-DI 74.8 / 10.1 74.5 / 10.1 80.4 / 10.1 76.9 / 10.1 76.7 / 10.1
Ours 91.4 / 4.0 89.4 / 3.9 95.3 / 3.9 89.3 / 3.9 91.4 / 3.9

TI 93.6 / 3.4 87.5 / 3.3 92.7 / 3.3 88.3 / 3.2 90.5 / 3.3
MI-TI 93.7 / 9.8 89.3 / 9.8 93.5 / 9.6 90.4 / 9.7 91.7 / 9.7
Ours 97.5 / 3.9 94.9 / 3.9 97.9 / 3.9 94.4 / 3.8 96.2 / 3.9
TI-DI 78.7 / 3.3 75.5 / 3.3 83.8 / 3.3 78.4 / 3.3 79.1 / 3.3

MI-TI-DI 75.1 / 10.1 74.3 / 10.1 79.9 / 10.1 76.2 / 10.1 76.4 / 10.1
Ours 91.6 / 4.0 90.2 / 3.9 95.2 / 4.0 89.0 / 3.9 91.5 / 4.0

TI-DI-Po 78.6 / 3.4 74.2 / 3.3 79.2 / 3.3 76.6 / 3.3 77.2 / 3.3
MI-TI-DI-Po 79.6 / 10.2 76.7 / 10.1 79.9 / 10.1 79.3 / 10.1 78.9 / 10.1

Ours 90.1 / 4.0 88.0 / 3.9 92.1 / 3.9 88.7 / 3.9 89.7 / 3.9

H
ol

d-
ou

tB
la

ck
-b

ox

I 1.7 / 3.3 1.0 / 3.2 0.0 / 3.3 0.3 / 3.2 0.8 / 3.2
MI 6.6 / 9.9 3.0 / 9.9 1.5 / 9.7 3.0 / 9.8 3.5 / 9.8

Ours 7.8 / 3.9 5.4 / 3.8 1.4 / 3.9 5.2 / 3.8 5.0 / 3.8
DI 14.4 / 3.3 13.9 / 3.2 2.7 / 3.2 8.2 / 3.2 9.8 / 3.2

MI-DI 25.2 / 10.1 23.9 / 10.1 13.1 / 10.1 21.9 / 10.1 21.0 / 10.1
Ours 30.9 / 4.0 31.1 / 3.9 9.3 / 3.9 26.5 / 3.9 24.4 / 3.9

TI 2.0 / 3.4 1.8 / 3.3 0.1 / 3.3 0.4 / 3.2 1.1 / 3.3
MI-TI 7.5 / 9.8 5.4 / 9.8 1.4 / 9.6 4.2 / 9.7 4.6 / 9.7
Ours 9.7 / 3.9 7.9 / 3.9 2.8 / 3.9 6.0 / 3.8 6.6 / 3.9
TI-DI 17.1 / 3.3 16.8 / 3.3 3.3 / 3.3 9.9 / 3.3 11.8 / 3.3

MI-TI-DI 27.0 / 10.1 27.0 / 10.1 14.1 / 10.1 22.2 / 10.1 22.6 / 10.1
Ours 36.8 / 4.0 34.6 / 3.9 11.7 / 4.0 31.0 / 3.9 28.5 / 4.0

TI-DI-Po 21.9 / 3.4 20.1 / 3.3 5.2 / 3.3 13.5 / 3.3 15.2 / 3.3
MI-TI-DI-Po 34.1 / 10.2 34.4 / 10.1 17.6 / 10.1 30.7 / 10.1 29.2 / 10.1

Ours 45.1 / 4.0 44.0 / 3.9 15.4 / 3.9 36.3 / 3.9 35.2 / 3.9

with a “ − ”. In each scenario, we report the transferabil-
ity results comparing ours with I-FGSM, MI-FGSM in a
wide range of setups, such as including, DI [32], TI [6], Po
loss [19]. The results are available in Table 1. We observe
that in all attack setups, MI-FGSM outperforms I-FGSM
by a significant margin on the hold-out black models but
with a much higher APD, which is expected with our afore-
mentioned relevant discussion. Our approach outperfoms
I-FGSM by a even larger margin, for examples improving
the ASR from 0.8% to 5.0% in the vanilla attack setup and
our APD is only slightly higher than that of I-FGSM. Com-
pared with MI-FGSM, ours has a higher ASR with less
than half APD. Overall, the results suggest that our ap-
proach is our momentum-free iterative is superior than ex-
isting momentum-free I-FGSM and momemtum-based MI-
FGSM. It is also worth mentioning that our approach also
achieves stronger attack on the white-box models.

Attacking Robust Models. Among various defenses
against adversarial examples, adversarial training is ar-
guably the most widely used. Since adversarial models
can drastically reduce the effectiveness of adversarial ex-
amples, we further test the transferability of adversarial
examples crafted on adversarially trained (robust) mod-
els. To craft the adversarial examples, we use an ensem-
ble of two robust models and evaluate their transferabil-
ity for the white-box and black scenario as for the stan-

Table 2. The ASR/APD of targeted FGSM-based attack and our
method. We study nine models—Inc-v3, Inc-v4, Res-152, Res-
101, Res-50, IncRes-v2, Inc-v3ens3, Inc-v3ens4 and IncRes-
v2ens, and adversarial examples are crafted via an ensemble of
eight of them. In each column, “-” denote the hold-out model.

Attacks -Inc-v3ens3 -Inc-v3ens4 -IncRes-v2ens Avg.

E
ns

em
bl

e
W

hi
te

-b
ox

I 81.9 / 3.4 81.2 / 3.4 79.4 / 3.4 80.8 / 3.4
MI 84.0 / 9.8 83.3 / 10.0 82.6 / 9.9 83.3 / 9.9

Ours 92.1 / 3.9 92.4 / 4.0 91.3 / 4.0 91.9 / 4.0
DI 64.4 / 3.3 62.5 / 3.3 62.4 / 3.3 63.1 / 3.3

MI-DI 61.8 / 10.1 60.0 / 10.1 62.0 / 10.1 61.3 / 10.1
Ours 83.4 / 4.0 82.7 / 4.0 83.0 / 4.0 83.0 / 4.0

TI 61.8 / 4.3 61.4 / 4.3 63.3 / 4.3 62.2 / 4.3
MI-TI 56.5 / 9.6 56.5 / 9.6 57.8 / 9.6 56.9 / 9.6
Ours 82.7 / 4.6 82.2 / 4.6 83.4 / 4.6 82.8 / 4.6
TI-DI 43.1 / 4.0 43.6 / 4.0 44.9 / 4.1 43.9 / 4.0

MI-TI-DI 35.1 / 10.1 35.7 / 10.2 37.4 / 10.2 36.1 / 10.2
Ours 72.8 / 4.6 73.4 / 4.6 75.1 / 4.7 73.8 / 4.6

TI-DI-Po 47.3 / 4.1 47.6 / 4.1 48.9 / 4.1 47.9 / 4.1
MI-TI-DI-Po 43.8 / 10.2 44.0 / 10.2 46.3 / 10.3 44.7 / 10.2

Ours 74.0 / 4.6 74.5 / 4.6 76.2 / 4.6 74.9 / 4.6

H
ol

d-
ou

tB
la

ck
-b

ox

I 0.0 / 3.4 0.0 / 3.4 0.0 / 3.4 0.0 / 3.4
MI 0.0 / 9.8 0.0 / 10.0 0.0 / 9.9 0.0 / 9.9

Ours 0.0 / 3.9 0.1 / 4.0 0.1 / 4.0 0.1 / 4.0
DI 0.1 / 3.3 0.3 / 3.3 0.2 / 3.3 0.2 / 3.3

MI-DI 0.9 / 10.1 1.0 / 10.1 0.8 / 10.1 0.9 / 10.1
Ours 1.3 / 4.0 1.6 / 4.0 2.0 / 4.0 1.6 / 4.0

TI 5.5 / 4.3 5.0 / 4.3 3.1 / 4.3 4.5 / 4.3
MI-TI 14.4 / 9.6 12.3 / 9.6 10.5 / 9.6 12.4 / 9.6
Ours 24.0 / 4.6 20.4 / 4.6 18.3 / 4.6 20.9 / 4.6
TI-DI 12.2 / 4.0 11.7 / 4.0 9.5 / 4.1 11.1 / 4.0

MI-TI-DI 14.8 / 10.1 13.7 / 10.2 13.7 / 10.2 14.1 / 10.2
Ours 38.2 / 4.6 37.7 / 4.6 35.3 / 4.7 37.1 / 4.6

TI-DI-Po 12.9 / 4.1 12.3 / 4.1 11.6 / 4.1 12.3 / 4.1
MI-TI-DI-Po 18.6 / 10.2 19.1 / 10.2 17.7 / 10.3 18.5 / 10.2

Ours 41.2 / 4.6 39.2 / 4.6 39.9 / 4.6 40.1 / 4.6

dard models above. The results are presented in Table 2.
Overall, the trend mirrors that for attacking standard mod-
els. Our momentum-free iterative approach consistently
our-performs MI-FGSM in all setups by a significant mar-
gin. For example, in the strong transferable setup combin-
ing DI and TI, our momentum-free iterative approach im-
proves the performance from 17.7% to 40.2%, yet staying
less visible with a smaller APD.

5. Conclusion

We identify that I-FGSM has the gradient sign unrelia-
bility issue and momentum in MI-FGSM alleviates it with
a stabilization effect via aggregating all historical gradient
values. MI-FGSM improves the transferability at the cost of
higher APD to the image, making the perturbation update at
the current iteration being overly dependent on the histori-
cal gradient values. Inspired by this, our work attempts a
momentum-free iterative approach based on our proposed
new gradient method termed Cut&Norm. Our momentum-
free approach outperforms the existing momentum-based
approach by a large margin in a wide range of attack se-
tups while staying less visible with less than half APD. Our
proposed simple gradient method can be easily applied to
any FGSM-based attack for improving the performance.
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