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Abstract

The vicinal risk minimization (VRM) principle is an em-
pirical risk minimization (ERM) variant that replaces Dirac
masses with vicinal functions. Mixup Training (MT), a pop-
ular choice of vicinal distribution, improves generalization
performance of models by introducing globally linear be-
havior in between training examples. Apart from general-
ization, recent works have shown that mixup trained mod-
els are relatively robust to input perturbations/corruptions
and at same time are calibrated better than their non-
mixup counterparts. In this work, we investigate the ben-
efits of defining these vicinal distributions like mixup in la-
tent space of generative models rather than in input space
itself. We propose a new approach - VarMixup (Variational
Mixup) - to better sample mixup images by using the la-
tent manifold underlying the data. Our empirical studies
on CIFAR-10, CIFAR-100 and Tiny-ImageNet demonstrates
that models trained by performing mixup in the latent man-
ifold learned by VAEs are inherently more robust to vari-
ous input corruptions and are significantly better calibrated
than vanilla mixup.

1. Introduction

In most successful applications, Deep Neural Networks
are trained to minimize the average error over the training
dataset known as the Empirical Risk Minimization (ERM)
principle [28]. However, various empirical and theoret-
ical studies have shown that minimizing Empirical Risk
over training datasets in over-parameterized settings leads
to their memorization and thus poor generalization on ex-
amples just outside the training distribution. To mitigate
this problem of memorization in over-parameterized neural
networks, Vicinal Risk Minimization (VRM) was proposed
which essentially chooses to train networks on similar but
different examples to the training data. This technique more
popularly known as data augmentation [22], requires one to
define a vicinity or neighbourhood around each training ex-
ample (eg. in terms of brightness, contrast, imperceptible
noise, etc.). Once defined, more examples can be sampled

from their vicinity to enlarge the support of training distri-
bution.

One of the popular choices to create the vicinal distribu-
tion is Mixup. Mixup Training (MT) [34] has emerged as a
popular technique to train models for better generalisation
in the last couple of years. Recent works have also shown
that the idea of Mixup and Mixup training can be leveraged
during inference [20] and in many existing techniques like
data augmentation [12], adversarial training [16], etc. to
improve the robustness of models to various input perturba-
tions [25, 31] and corruptions [12]. Other efforts on Mixup
[26] have shown that Mixup-trained networks are signif-
icantly better calibrated and less prone to over-confident
predictions on out-of-distribution than ones trained in the
regular fashion. We mention other recent efforts in area of
mixup and distinguish ourselves from them in the Appendix
A.l.

Although still in its early phase, the above efforts [34, 29,

, 26] also indicate a trend to viewing Mixup from per-
spectives of robustness and calibration. In this work, we
take another step in this direction and propose a new vici-
nal distribution/sampling technique called VarMixup (Vari-
ational Mixup) to sample better Mixup images during train-
ing to induce robustness as well as improve predictive un-
certainty of models. In particular, we hypothesize that the
latent unfolded manifold underlying the data (through a
generative model, a Variational Autoencoder in our case)
is linear by construction (manifolds unfold the locally lin-
ear structure of a high-dimensional data space), and hence
more suitable for the defining vicinal distributions involving
linear interpolations, such as Mixup. Importantly, we show
that this choice of the distribution for Mixup plays an im-
portant role towards robustness and predictive uncertainty
(Section 3).

2. Background on Vicinal Risk Minimization

We denote a neural network as F,, : RO*"xw 5 RF
with weight parameters w. F, takes an image z € R¢X/"*w
and outputs logits, F? (x) for each class ¢ € {1...k}. With-

out loss of generality, we assume the classification task with
L as the standard cross-entropy loss function. pgciuqr de-



notes the training data distribution, and the optimal weight
parameter w™* is obtained by training the network using
standard empirical risk minimization [28], i.e. w* =,
Exy)~pactuar | £ (Fuw(X),y) |, where y is the true label as-
sociated with input x.

Given the data distribution p,ctyql, @ neural network F,
and loss function L, the expected risk (average of loss func-

tion OVer Pyctuql) 1S given by
R(F,) = / L(Fu(®),y) - dpactuat(®, 1)

In practice, the true distribution pgctyq; 1S unknown, and is
approximated by the training dataset D = {(z;, )} 4,
which represents the empirical distribution:

N
1
ps(r,y) = N E 0z =xi,y = y5)
i=1

Here, §(z = x;,y = y;) is the Dirac delta function centered
at (x;,y;). Using ps as an estimate t0 pocrual, We define

expected empirical risk as
N

Ré(Fw) = N . ZC(Fw(xl)vyl)

Minimizing Rs(F,,) to find optimal F,« is typically
termed Empirical Risk Minimization (ERM) [28]. However
overparametrized neural networks can suffer from mem-
orizing, leading to undesirable behavior of network out-
side the training distribution, ps [32, 25]. Addressing this
concern, [27] and [5] proposed Vicinal Risk Minimization
(VRM), where pgctuqr 1s approximated by a vicinal distribu-

tion p,,, given by
N

1
pv(m7 y) = N : Z ’U(Jﬁ, y|xz7 yz)
i=1
where v is the vicinal distribution that calculates the proba-
bility of a data point (x,y) in the vicinity of other samples
(i, Yi)-
Thus, using p,, to approximate pgctual, expected vicinal risk

is given by
N

1
R,(Fy) = N zg(Fwaﬁaxiayi)
where g(FwVC?xi?yi) = fE(Fw(x)ay)
dv(z,y|z;,y;). The superiority of VRM over ERM
has been theoretically as well as empirically verified by

many recent works [19, 4, 9, 33].

Popular examples of vicinal distributions in-
clude: (i) Gaussian Vicinal distribution: Here,
vgaussian(xvy‘xhyi) = N(:E - $i,0’2) . 5(3/ = yi)s

which is equivalent to augmenting the training samples
with Gaussian noise; and (ii) Mixup Vicinal distribu-
tion : Here vpigup(®,y|Ti,y:) = % . Z;V=1 Ex[o(z =
Az, +(1 =X -zj,y =Xy + (1 —A)-y,), where
A~ B(n,n)andn > 0.

3. Our Approach:
Mixup)

VarMixup (Variational

In this work, we build on the recent success of using
Mixup as a vicinal distribution by proposing the use of
the latent spaces learned by a generative deep neural net-
work model. The use of generative models such as Varia-
tional Autoencoders (VAEs) [15] to capture the latent space
from which a distribution is generated provides us an un-
folded manifold (the low-dimensional latent space), where
the linearity in between training examples is more readily
observed. Defining vicinal distributions by using neighbors
on this latent manifold, which is more linear in the low-
dimensional space, learned by generative models provides
us more effective linear interpolations than the ones in input
space. We hence leverage such an approach to capture the
induced global linearity in between examples, and define
Mixup vicinal distributions on this latent surface.

To capture the latent manifold of the training data
through a generative model, we opt for a Variational Au-
toencoder (VAE). VAE [15] is an autoencoder which is
trained using Variational Inference, which serves as an im-
plicit regularizer to ensure that the obtained latent space al-
lows us to generate new data from the same distribution as
training data.

We denote the encoding and decoding distribution of
VAE as q4(z|x) and pg(z|z) respectively, parametrized by
¢ and 0 respectively. Given p(z) as the desired prior distri-
bution for encoding, the general VAE objective is given by
the loss function:

Lyap = —7-D(gs(2)[Ip(2))

(1)
+ Eonpocivar EZ~q¢ (z]z) [log(pg (x ‘ Z) )]

Here, D is any strict divergence, meaning that D(g||p) > 0
and D(q|lp) = 0 if and only if ¢ = p, and y > 0 is a scaling
coefficient. The second term in the objective acts as a im-
age reconstruction loss and ¢4(2) = Egzp,.,... [06(2|2)].
The original VAE [15] uses KL-divergence in Eqn 1. How-
ever, using KL-divergence in Eqn | has some shortcom-
ings, as pointed out in [0, 23, 36, 24]. KL-divergence en-
courages the encoding ¢4 (z|z) to be a random sample from
p(z) for each x, making them uninformative about the in-
put. Also, it is not strong enough a regularizer compared
to the reconstruction loss and tends to overfit data, conse-
quently, learning a g4 (z|x) that has high variance. Both the
aforementioned shortcomings can affect the encoding dis-
tribution by making them uninformative of inputs with high
variance. Since we use VAEs to better capture a linear la-
tent manifold and subsequently define interpolations there,
a bad latent distribution can affect our method significantly.
We hence use a variant Maximum Mean Discrepancy VAE
(MMD-VAE)[36] which uses a MMD Loss [7] instead of
KL-divergence, and hence optimizes the following objec-



Mixup performs linear interpolations on the data space,

assuming an induced global linearity on this space.
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Figure 1. Tllustration of conceptual idea behind VarMixup. We interpolate on the unfolded

manifold, as defined by a generative model (VAE, in our case).

tive:

Lyyvp-vae =7 MMD(qy(2)|[p(2))

F Bapp Bovg o lo(poe12)]
A MMD-VAE doesn’t suffer from the aforementioned
shortcomings [36], as it maximizes mutual information be-
tween x and z by matching the distribution over encodings
ge(z) with prior p(z) only in expectation, rather than for
every input. We hence train an MMD-VAE to characterize
the training distribution more effectively. We now define a
Mixup vicinal distribution in the latent space of the trained

VAE as ’UVarMiwup(z7 y‘xlﬁ yi)

SRS

N
=~ S BBz = A+ Eulag(eloy)
(1= A) - Balagelay))y = Ay + (1= A) )]

where A ~ 3(n,n) and n > 0. Using the above vicinal dis-
tribution, vy ¢r arizup and the MMD-VAE decoder, pg(x|z),
we construct VarMixup samples as:

' =Eqypo(x|X - Elge(2z|z:)] + (1 = N) - E.[gg(2]2;)])]
Y =Xyi+(1-X)-y;

From another perspective, one could view our new sam-
pling technique as performing Manifold Mixup [29], how-
ever over the latent space of an MMD-VAE (instead of the
neural network feature space) and using it for sample re-
construction. We compare against Manifold Mixup in our
results to show the improved performance of the learned
generative latent space in our VarMixup. Figure 1 illustrates
the conceptual idea behind VarMixup.

Figure 2. Expected Calibration Error (ECE) [8] of
Mixup, VarMixup and adv-VarMixup trained models.

4. Experiments and Results

We now present our experimental studies and results us-
ing our method, VarMixup where we focus explicitly on
the usefulness of our approach on out-of-distribution test
data and addressing predictive uncertainty. We also per-
form several ablation studies in Appendix A.3 to analyze
our approach.

Implementation Details: It has been shown [14] that ad-
versarial training removes irrelevant biases (e.g. texture
biases) in their hidden representations, thus making them
more informative. We hence hypothesize that the consid-
ered VAE, if trained adversarially, will have more informa-
tive latent encoding than its regular equivalent. This would
hence help improve the vicinal distributions like VarMixup.
Empirically, we validate this hypothesis in our subsequent
experiments and use prefix adv- (eg: adv-VarMixup) to
distinguish them from their regular variants. All models
are trained using the Resnet-34 [10] backbone across all
datasets.

Baseline Models: We compare our method, VarMixup,
against Vanilla ERM, Vanilla Mixup [34], Manifold Mixup
[29], l.o PGD/TRADES adversarial training [18, 35] and
lo Interpolated adversarial training [16]. These choice of
baselines include non-VRM variants, mixup variants and
state-of-the-art adversarial techniques. We also compare
against a variant of mixup, which we call Mixup-R where
mixup training is done on MMD-VAE’s reconstructed im-
age space rather than actual image space. Please refer to
Appendix A.2 for more details on training of these base-
lines.

Generalization Performance and Robustness to Out-of-
Distribution shifts We first evaluate the trained models on
their robustness to various common input corruptions [ 1],
along with their generalization performance on “clean data”



Table 1. Robustness to common input corruptions on CIFAR-10-C, CIFAR-100-C and Tiny-Imagenet-C [11] datasets. Best results in bold and second best
underlined. Clean accuracy is reported in parentheses using gray colour. Standard deviations are reported over 10 trials.

Method CIFAR-10-C CIFAR-100-C Tiny-Imagenet-C
AT [18] 73.12 £ 0.31 (85.58 £ 0.14) | 45.09 +0.31 (60.28 £ 0.13) | 15.74 £ 0.36 (22.33 £+ 0.16)
TRADES [18] | 75.46 £0.21 (88.11 +0.43) | 4598 £0.41 (63.3 +£0.32) | 16.20 £ 0.23 (26.12 + 0.38)
IAT [16] 81.05 £ 0.42 (89.7 + 0.33) 50.71 £ 0.25 (62.7 £ 0.21) | 18.69 + 0.45 (18.08 + 0.34)
ERM 69.29 £ 0.21 (94.5 £ 0.14) 47.3 +0.32 (64.5 £ 0.10) 17.34 £ 0.27 (49.96 + 0.12)
Mixup 74.74 £0.34 (95.5 £ 0.35) 52.13+£0.43 (76.8 £0.41) | 21.55+0.37 (53.83 +0.17)
Mixup-R 7427 £0.22 (89.88 £ 0.11) | 43.54 £0.15(62.24 £ 0.21) | 21.34 £ 0.32(53.5 4+ 0.28)

Manifold-Mixup | 72.54 £0.14 (952 +£0.18) | 41.42 £0.23 (75.3 +0.48) -

VarMixup 82.57 £ 0.42 (9391 +0.45) | 52.57 +0.39 (73.2 +0.44 ) | 24.87 £0.32 (50.98 +0.11)
adv-VarMixup | 82.12 +0.46 (92.19 £ 0.32) | 54.0 = 0.41 (72.13 £ 0.34) | 25.36 £ 0.21 (50.58 + 0.23)

(test data without corruptions). We evaluate their robust-
ness on the newer CIFAR-10-C, CIFAR-100-C and Tiny-
Imagenet-C datasets [| 1]. These datasets contain images,
corrupted with 15 different distortions at 5 severity levels.
We report the mean classification accuracy over all distor-
tions on aforementioned corrupted datasets in Table 1. The
results show that our method - VarMixup/adv-VarMixup
achieves superior performance by a margin of ~ 2 — 4%
consistently across the datasets. The slight drop in the clean
accuracy of VarMixup models (shown in parentheses in Ta-
ble 1) is due to the tradeoff between robustness and clean
accuracy, which is a common trend observed in robustness
literature.
Calibration: A recent study [26] showed that DNNs
trained with Mixup are significantly better calibrated than
DNNs trained in a regular fashion. Calibration [8] mea-
sures how good softmax scores are as indicators of the ac-
tual likelihood of a correct prediction. We measure the
Expected Calibration Error (ECE) [26, 8] of the proposed
method, following [26]. Figure 2 shows the calibration er-
ror on CIFAR-10 and CIFAR-100 datasets using Mixup,
VarMixup and adv-VarMixup. The figure illustrates that
our VarMixup models are also better calibrated than regular
Mixup.
Local linearity on loss landscapes: [21] showed that the
local linearity of loss landscapes of neural networks is re-
lated to model robustness. The more the loss landscapes are
linear, the more the robustness. To further study this ob-
servation using our method, we analyze the local linearity
of loss landscapes of VarMixup and regular mixup trained
models. Qin et al. [21] defines local linearity at a data-point
x within a neighbourhood B(e) as y(e, x,y) =
6215‘(}2) |£(Fw({£+5), y)_ﬁ(Fw(‘r)’ y)—(STVmE(Fw(fE), y)‘
Figure 3 shows the average local linear error (over test
set) with increasing L., max-perturbation ¢ on CIFAR-10
and CIFAR-100 datasets. As can be seen, VarMixup/adv-
VarMixup makes the local linear error significantly (x 2)

-e- Mixup (C10) --e- Mixup (C100)
—<=- VarMixup (C10) —<=- VarMixup (C100)

—— adv-VarMixup (C10) —e— adv-VarMixup (C100)
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Figure 3. Local linear error of loss landscapes of models trained on
CIFAR-10/-100 (denoted as C10 and C100)

lesser as compared to regular mixup, thus inducing robust-
ness.

5. Conclusions

In this work, we proposed a Mixup-based vicinal dis-
tribution, VarMixup, which performs linear interpolation
on an unfolded latent manifold where linearity in between
training examples is likely to be preserved by construction.
We show that VarMixup trained models are more robust to
common input corruptions and are better calibrated. Our
work highlights the efficacy of defining vicinal distributions
by using neighbors on unfolded latent manifold rather than
data manifold and we believe that our work can open a dis-
cussion around this notion of robustness and choice of vici-
nal distributions on generative latent spaces.
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A. Appendix
A.1. Related work on Mixup

[34] proposed Mixup, a method to train models on the
convex combination of pairs of examples and their labels.
In other words, it constructs virtual training examples as:
g =XNxi+ (1 =N -z;5y =Xy + (1 —A)-y;, where
x;, x; are input vectors; y;, y; are one-hot label encod-
ings and A is a mixup coefficient, usually sampled from a
B(n,n) distribution. By doing so, it regularizes the network
to behave linearly in between training examples, thus induc-
ing global linearity between them. A recent variant, Mani-
fold Mixup [29], exploits interpolations at hidden represen-
tations, thereby obtaining neural networks with smoother
decision boundaries at different levels of hidden represen-
tations. AugMix [12] mixes up multiple augmented images
and uses a Jensen-Shannon Divergence consistency loss on
them to achieve better robustness to common input corrup-
tions [I1]. In semi-supervised learning, MixMatch [2] ob-
tains state-of-the-art results by guessing low-entropy labels
for data-augmented unlabeled examples and mixes labeled
and unlabeled data using Mixup. It has been shown that
apart from better generalization, Mixup also improves the
robustness of models to adversarial perturbations as well.
To further boost this robustness at inference time, Pang et al.
[20] recently proposed a Mixup Inference technique which
performs a mixup of input x with a clean sample x, and
passes the corresponding mixup sample (A-z+ (1 —A) - z5)

into the classifier as the processed input. Other efforts re-
lated to Mixup [26] have shown that Mixup-trained net-
works are better calibrated i.e., the predicted softmax scores
are better indicators of the actual likelihood of a correct pre-
diction than DNNSs trained in the regular fashion. Addition-
ally, they also observed that mixup-trained DNNs are less
prone to over-confident predictions on out-of-distribution
and random-noise data. None of these efforts however ad-
dress Mixup from a generative latent space, which is the
focus of this work. Efforts such as [20] and [26], in fact,
have inferences that motivate the need to consider a latent
Mixup space to address a model’s robustness and predictive
uncertainty.

From a different perspective, Xu et al. [30] used domain
mixup to improve the generalization ability of models in
domain adaptation. Adversarial Mixup Resynthesis [1] at-
tempted mixing latent codes used by autoencoders through
an arbitrary mixing mechanism that can recombine codes
from different inputs to produce novel examples. This work
however has a different objective and focuses on genera-
tive models in a GAN-like setting, while our work focuses
on robustness and predictive uncertainty. The work by Liu
et al. [17] may be closest to ours in terms of approach
as they use an adversarial autoencoder (AAE) to impose a
uniform distribution on the feature representations. How-
ever, their work deals with improving generalization per-
formance, while ours looks at robustness and predictive un-
certainty, as already stated. Furthermore, we propose a new
method, VarMixup, which focuses on directly exploiting the
manifold learned by a Variational Autoencoder (VAE) (and
do not regularize it unlike previous work) during Mixup and
report improved adversarial robustness. We also present
useful insights into the working of VarMixup (which is lack-
ing in earlier work including [17]), thus making our contri-
butions unique and more complete.

A.2. Baseline Training Details

Here, we report the training details of baselines used for
comparing out approach in Table 1.

1. ERM - Vanilla Empirical Risk Minimization using
Adam optimizer (Ir = le — 3) for 100 epochs on all
datasets.

2. Mixup - Vanilla Mixup training [34] using Adam op-
timizer (Ir = le — 3) for 150 epochs on all datasets.
Mixup coefficient is sampled from 3(1,1).

3. Mixup-R - Mixup training on MMD-VAE’s recon-
structed image space [34] using Adam optimizer (Ir =
le — 3) for 150 epochs on all datasets. Mixup coeffi-
cient is sampled from 5(1,1).

4. Manifold Mixup - Manifold Mixup training [29] using
Adam optimizer (Ir = le — 3) for 150 epochs on all
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Figure 4. Samples generated by mixup, VarMixup and adv-VarMixup on
CIFAR-10 (Mixup coefficient A = 0.5).

datasets. Mixup coefficient is sampled from §(2, 2).

5. AT and TRADES - l,, PGD/TRADES adversarial
training [18, 35] with e = 8/255 and step-size o =
2/255. Models are trained using Adam optimizer
(Ir = 1e — 3) for 250 epochs on all datasets.

6. IAT - | Interpolated adversarial training [16] with
e = 8/255 and step-size v = 2/255. Interpolation co-
efficient is sampled from (1,1). Models are trained
using Adam optimizer (I = le — 3) for 350 epochs on
all datasets.

A.3. Ablation Studies

Analyzing VarMixup samples: Figure 4 shows sample
data generated by regular Mixup, VarMixup, and adv-
VarMixup on two images. Although mixup or VarMixup
samples look perceptually similar, they are quite different
at a statistical level. We measure the Frechet Inception
Distance (FID) [13] and Kernel Inception Distance [3] be-
tween regular training data and training data generated by
mixup/VarMixup/ adv-VarMixup. These scores summarize
how similar the two groups are in terms of statistics on
computer vision features of the raw images calculated using
the Inceptionv3 model used for image classification. Lower
scores indicate the two groups of images are more similar,
or have more similar statistics, with a perfect score being
0.0 indicating that the two groups of images are identical.
Figure 5 reports these metrics on CIFAR-10 and CIFAR-
100 respectively. The greater FID and KID scores indicate
that we are adding off-manifold samples (w.r.t. the mani-
fold characterized by training data) to the training using our
approach.

Computational Overhead: We compare the computa-
tional time of our trained models using VarMixup/adv-
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Figure 5. FID and KID scores between training set and mixup/VarMixup
generated samples on CIFAR-10 and CIFAR-100

VarMixup with commonly used adversarial training tech-
niques, AT and TRADES. VarMixup, adv-VarMixup, AT
and TRADES take around 3, 5, 8.8 and 15 hours respec-
tively for training. The training time of the MMD-VAE was
also considered here. While already significantly faster than
AT and TRADES, the proposed method will be more scal-
able and time-efficient, if a VAE trained on a dataset such as
ImageNet can be directly used to generate VarMixup sam-
ples for other datasets. This is a typical transfer learning
setting, and we hence study the performance of training
VarMixup models on CIFAR-10 and CIFAR-100 datasets
using MMD-VAE trained on the Tiny-Imagenet dataset. Re-
spectively, VarMixup obtained mean corruption accuracy of
82.0 % and 53.25 % on CIFAR-10-C and CIFAR-100-C
benchmarks, thus making our approach time-efficient and
also scalable.



