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ABSTRACT

Despite their great success in recent years, neural networks have found to be vul-
nerable to adversarial attacks. These attacks are often based on slight perturba-
tions of given inputs that cause them to be misclassified. Several methods have
been proposed to formally prove robustness of a given network against such at-
tacks. However, these methods typically give rise to high computational demands,
which severely limit their scalability. Recent state-of-the-art approaches state the
verification task as a minimisation problem, which is formulated and solved as a
mixed integer linear programming (MIP) problem. We extend this approach by
applying automated algorithm configuration techniques to the solver and, more
specifically, construct a portfolio of MIP solver configurations optimised for the
neural network verification task. Thereby, we achieve a substantial reduction in
CPU time by a factor of 4.7 when verifying a neural network classifier on the
MNIST dataset and, at the same time, reduce the number of timeouts by a factor
of 1.42 compared to the state of the art.

1 INTRODUCTION

It is now well known that neural networks are vulnerable to adversarial attacks (Szegedy et al.,
2014), in which a given input is transformed in such a way that it is misclassified by the network.
In the case of image recognition tasks, the required perturbation can be so small that it remains vir-
tually undetectable to the human eye. Various methods have been proposed to establish robustness
of neural networks against adversarial attacks. Some of these methods perform heuristic attacks
(Goodfellow et al., 2014; Kurakin et al., 2016; Carlini & Wagner, 2017); however, these do not draw
a full picture of the network’s robustness to adversarial attacks, as one defense mechanism might
still be circumvented by another, possibly new class of attacks. In light of this, approaches have been
developed to more thoroughly verify neural networks (Scheibler et al., 2015; Bastani et al., 2016;
Ehlers, 2017; Katz et al., 2017; Dvijotham et al., 2018; Gehr et al., 2018; Xiang et al., 2018; Bunel
et al., 2018; Tjeng et al., 2019). These formal verification methods are able to assess the robustness
of a given network in a principled fashion, which means that they yield provable guarantees on cer-
tain properties of input-output combinations. However, this class of network verification methods
tends to be computationally expensive, making it difficult to verify networks with a large number of
units and/or on a large number of input samples.

Recent work by Tjeng et al. (2019) addresses this challenge and presents a verification method
that, for the first time, was able to evaluate the robustness of larger neural networks on the full
MNIST dataset. In their study, Tjeng et al. (2019) formulate the verification task as a minimisation
problem, which is then solved through mixed integer linear programming (MIP). More specifically,
the optimisation task is to apply a perturbation to the original sample that maximises model error,
while staying close to the initial example, i.e., keeping the distance at a minimum. Speed-ups are
achieved by means of tight formulations for non-linearities and a pre-solving algorithm that reduces
the number of binary variables, i.e., the number of unstable nodes. While their verifier works quite
efficiently on some of the MNIST classifiers considered in their study, for others, it requires very
substantial amounts of CPU time. For example, some classifiers can be verified within less than
5 seconds per sample on average, while others take at least 20 times as long. For those classifiers,
verification tends to become very costly, not only in terms of wall-clock time, but especially in terms
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of overall CPU time. In addition, a sizeable fraction of instances could not be solved within a rather
generous time limit of 1 200 seconds per sample.

We seek to overcome this limitation by applying automated algorithm configuration tech-
niques to MIP-based neural network verification. Specifically, we automatically construct a parallel
portfolio of MIP solver configurations optimised for solving neural network verification problems.
Hereby, focus shifts from problem formulation to solving, as several studies have demonstrated that
automatically configuring a MIP solver can lead to substantial decreases in computational cost (Hut-
ter et al., 2009; 2010; 2011; Lopez-Ibanez & Stützle, 2014). To the best of our knowledge, ours is
the first study to pursue this direction. In brief, the main contributions of our work are as follows:
(i) A framework for automatically constructing a parallel portfolio of MIP solver configurations op-
timised for neural network verification; (ii) promising results when applying this framework to the
verification of an MNIST classifier designed for robustness (Raghunathan et al., 2018), achieving
a substantial improvement in CPU time by an average factor of 4.7 over the state of the art on a
solvable subset of instances from the MNIST dataset. This subset excludes all samples that cannot
be solved by any of the approaches we consider. Beyond that, we attain a reduction in timeouts by
a factor of 1.42 and a 1.29-fold reduction in the upper bound on adversarial error, as we are able to
certify a statistically significantly larger fraction of the dataset than the previous state of the art.

2 METHODS

In order to reduce complexity, Tjeng et al. (2019) mainly focused on the problem formulation,
but left the solver and its numerous parameters untouched. More specifically, they employed the
commercial MIP solver Gurobi with default settings. This decision, along with their problem for-
mulation, forms the starting point for our work.

Automated Algorithm Configuration. In general, the algorithm configuration problem can
be described as follows: Given an algorithm A (also referred to as the target algorithm) with pa-
rameter configuration space Θ, a set of problem instances Π and a cost metric c : Θ × Π → R,
find a configuration θ∗ ∈ Θ that minimises cost c across the instances in Π. In this study, we use
SMAC (Hutter et al., 2011), a widely known, freely available, state-of-the-art configurator based
on sequential model-based optimisation or Bayesian optimisation. The main idea of SMAC is to
construct and iteratively update a statistical model of target algorithm performance (specifically: a
random forest regressor; Breiman, 2001) to guide the search for good configurations.

Automatic Portfolio Construction. For the configuration procedure to work effectively, the
problem instances of interest have to be sufficiently similar, such that a configuration that performs
well on a subset of them also performs well on others. If a given instance set does not satisfy this
homogeneity assumption, it is likely that automated configuration results in performance improve-
ments on some instances, while performance on others might suffer, making it difficult to achieve
overall performance improvements. When applying SMAC to our instance set, we observed pre-
cisely this behaviour. This problem can be addressed through automatic portfolio construction (Xu
et al., 2010; Kadioglu et al., 2011; Malitsky et al., 2012; Lindauer et al., 2015). The general con-
cept behind automatic portfolio construction techniques is to create a set of algorithm configurations
that are chosen such that they complement each others strengths and weaknesses. This portfolio
should then be able to exploit per-instance variation much more effectively than a single algorithm
configuration, which is designed to achieve high performance overall, but may perform badly on
certain types or subsets of instances. More specifically, we employ Hydra (Xu et al., 2010) to con-
struct a parallel portfolio of different configurations of the Gurobi MIP solver. Leveraging standard
multi-core CPU architectures, we run all configurations in this portfolio in parallel until one of them
returns a solution or until an overall limit on CPU time is exceeded. We note that, in principle, auto-
mated algorithm selection (see, e.g., Kotthoff, 2016) could be used to determine from this portfolio
the configuration likely to solve any given instance most efficiently, though this requires substantial
amounts of training data and creates uncertainty from sub-optimal choices made by the machine
learning technique at the heart of such selection approaches.

3 EXPERIMENTAL SETUP

In this section, we provide details on the configuration experiments presented in this study. More
specifically, we describe the the MIP solver we configured, our benchmark set and details of the
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(a) Cores = 1
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(b) Cores = 4
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(c) Cores = 32

Figure 1: Evaluation of our parallel portfolio approach on the MNIST dataset (n=10 000). Each
dot represents a problem instance and the penalised running time for that instance achieved by the
baseline approach (x-axis) vs our portfolio (y-axis). The baselines we considered are (a) the default
solver running on 1 core, (b) the default solver running on 4 cores and (c) the default solver running
on all available, i.e., 32 cores, as in the work of Tjeng et al. (2019). Our parallel portfolio, using
4 cores, achieved substantially fewer timeouts than any of the baselines and lower CPU times (in
terms of PAR10 scores). Points grouped at the top and right border represent instances for which
the solver reached the time limit, and are measured according to their penalised running time values.

configuration objective.
Benchmark Set. Our benchmark set is comprised of verification problem instances for

the 10 000 samples of the MNIST dataset, using the network weights of the robust classifier
SDPd −MLPA from Raghunathan et al. (2018). Among the classifiers considered in the work
of Tjeng et al. (2019), we regard this one as the most difficult to verify, since it shows the highest
average solve time and optimality gaps for many examples.

MIP Solver. Following Tjeng et al. (2019), we used the Gurobi1 MIP solver with a free aca-
demic license. This allows us to directly measure the impact of the configuration procedure on the
performance of the verification method. Using the online documentation on Gurobi’s parameters,
we selected 62 performance-relevant parameters for configuration. To control and limit the compu-
tational resources given to the solver, we fixed the number of CPU cores to the minimum value of 1.
The time limit for the solver was fixed at 9 600 seconds.

Configuration Objective. The objective of our configuration experiments is to minimise mean
CPU time over all instances from the benchmark set. Generally, if the cost metric is running time,
configurators typically optimise penalised average running time (PAR) as the metric of interest,
which penalises unsuccessful runs by counting runs exceeding the cutoff time k as p × k. In line
with common practice in the algorithm configuration literature, we use p = 10 and refer to the cost
metric as PAR10.

Configuration Procedure. The parameters for the configuration procedure were set as follows.
Hydra performed four independent runs of SMAC, where each run had a total time budget of 24
hours. After every run, Hydra adds one configuration to the portfolio, i.e., the configuration that
yields the largest gain on overall portfolio performance. Thus, the final output is a portfolio of 4
solver configurations, which we ran in parallel on a given problem instance during evaluation.

4 RESULTS

We report empirical results for our new approach and each baseline in the form of (i) the fraction
of timeouts; and (ii) bounds on adversarial error (the fraction of the dataset for which a valid
adversarial example can be found), complement to adversarial accuracy (the fraction of the dataset
known to be robust); (iii) CPU time (i.e., PAR10 scores) on solvable instances, i.e., instances that
were solved by our portfolio or any of the baselines within the given cutoff time. Aggregated
performance numbers are presented in Table 1, whereas Figure 1 visualises penalised running time

1https://www.gurobi.com
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Table 1: Timeouts, adversarial error and PAR10 scores for different solver configurations on the
MNIST dataset. Note that all approaches were given the same budget in terms of CPU time (the
number of cores times the cutoff time). Using our portfolio, we achieved better performance than
the state-of-the-art (SOTA) method of Tjeng et al. (2019) as well as the default configuration of
Gurobi using different numbers of cores. In concrete terms, we statistically significantly reduced
the number of timeouts by factor 1.42 and certified 1.1 times as many examples, while decreasing
the overall computational burden by a factor of 4.7 on solvable instances, i.e., instances that could be
solved by either the portfolio or any of the baseline approaches (n=8 646). Boldfaced values indicate
statistically significant improvements according to a binomial test with α = 0.05.

Configuration Cores Cutoff Timeouts Adversarial Error PAR10
[Seconds] Lower Bound Upper Bound [CPU s]

Default [SOTA] 32 1 200 21.29% 14.37% 30.67% 39 772
Default 4 9 600 17.74% 14.40% 27.49% 22 065
Default 1 38 400 17.66% 14.36% 27.58% 20 117
Portfolio [Ours] 4 9 600 14.96% 14.43% 23.86% 8 478

of our portfolio approach against the baselines on an instance level.

Baselines. Firstly, we evaluated our portfolio approach against Gurobi as used by Tjeng
et al. (2019), using all 32 cores per CPU available on our compute cluster, with the cutoff time set
to 1 200 × 32 = 38 400 CPU seconds (i.e., 1 200 seconds wall-clock time on a CPU without any
additional load). In addition, since our parallel portfolio used 1 core for each of its 4 component
configurations, we gathered additional baseline results from running the default configuration of
Gurobi on the same number of cores and with the same cutoff as our portfolio, i.e., 9 600 × 4 =
38 400 CPU seconds. Lastly, to maximise the number of instances processed in parallel, we con-
sidered Gurobi in its default configuration limited to a single CPU core, with cutoff time of 38 400
seconds. In short, we compared our approach against baselines with a variable number of cores, and
a constant budget in terms of CPU time.

Portfolio vs Default (32 cores). As seen in Table 1, our portfolio was able to certify a statis-
tically significantly larger fraction of samples , while reducing CPU time by a factor of 4.7 on the
solvable instances (8 478 vs 39 772 CPU seconds). Besides that, the portfolio strongly outperformed
this baseline in terms of timeouts (14.96% vs 21.29%).

Portfolio vs Default (4 cores). The default configuration of Gurobi running on 4 cores was
clearly outperformed by our portfolio in terms of CPU time (8 478 vs 22 065 CPU seconds). Further-
more, the portfolio was able to reduce the number of timeouts (14.96% vs 17.74%), while improving
on the upper bound (23.86% vs 27.49%). In other words, the portfolio certified more samples, but
consumed fewer computational resources to do so, although it was provided with the same number
of cores and overall time budget.

Portfolio vs Default (1 core). Lastly, we compared the portfolio against the default configura-
tion of Gurobi running on a single core. Here, our portfolio showed improved performance in terms
of PAR10 (8 478 vs 20 117 CPU seconds) as well as the fraction of timeouts (14.96% vs 17.66%)
and the upper bound (23.86% vs 27.58%), which clearly demonstrates the strength of the portfolio
approach.

5 CONCLUSION

In this study, we have, for the first time, demonstrated the effectiveness of automated algorithm
configuration in the context of MIP-based neural network verification. More specifically, we con-
structed a parallel portfolio of solver configurations with complementary strengths and evaluated it
against a recent, state-of-the-art MIP-based verification method. Specifically, we verified a neural
network classifier from the literature on the MNIST dataset, achieving a 4.7-fold reduction in CPU
time as well as 1.42 times fewer timeouts than the strongest baseline, while certifying a statistically
significantly larger number of samples. In future work, we plan to apply our approach to other
MIP-based verification engines, network architectures and datasets.
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