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ABSTRACT

We propose to exploit smoothness of adversarial loss functions to accelerate random
search for generating adversarial images in the black-box setting. Our approach
stems from the observation that an adversarial loss varies more smoothly with
frequency perturbation than pixel perturbation. At each iteration, we build a linear
or quadratic approximation of the loss, with no additional query, around the current
perturbation in the frequency domain, and use such approximation to determine
the step size with a good balance between the decrease in loss and the increase in
distortion. This strategy improves the performance of discrete-cosine-transform-
based random search methods in which fixed step sizes are commonly used. Our
experiment results on CIFAR-10 and ImageNet shows that loss smoothness can
help significantly reduce the number of queries and increase the success rate.

1 INTRODUCTION

Deep neural networks (DNN) have been shown to be susceptible to adversarial examples (Szegedy:
et al., 2014} |Goodfellow et al., [2015)). Adversarial attacks against neural network models can be
categorized into two main settings: white-box attacks (Szegedy et al.| [2014} |Carlini & Wagner, |2017)
and black-box attacks (Narodytska & Kasiviswanathan| 2017; (Chen et al., 2017). Black-box attacks
search for adversarial examples by either adopting a gradient-free random search (Guo et al.|[2019bj
Alzantot et al.,[2019)), or finding a gradient surrogate from substitute networks (Papernot et al., 2016;
2017) or from model queries via finite different approximation, natural evolution strategies (NES),
gradient priors, etc., (Chen et al.|[2017; Bhagojt et al., [2018; Ilyas et al., 2018} [2019).

Traditionally, black-box methods require a massive amount of queries. However, recent studies have
advanced several black-box approaches with significantly improved query efficiency (Tu et al., 2019;
Moon et al.} 2019; Li et al.} 2019; Ilyas et al.,|2019; [Dolatabadi et al., |2020; |Al-Dujaili & O’Reilly,
2020; |Andriushchenko et al.l[2020), and one of the most successful ¢5-attack methods is SImBA (Guo
et al., | 2019b). This method leverages the discrete cosine transform (DCT) and conducts a random
search (Rastrigin, [1963) for perturbations in the low frequency DCT space (Guo et al.,[2019a)). A
brief overview of SimBA is given in Section 2] In many evaluations with other baselines, SImBA is
shown to be one of the most query efficient and competitive black-box methods. Yet, SImBA uses
fixed size perturbations at every iteration, resulting in two limitations that can weaken its performance.
First, when queries on both positive and negative directions do not decrease the loss (unproductive
queries), SImBA does not update the perturbation. However, we argue that a good perturbation can
still be extracted from those queries. Second, when a query shows a loss reduction, SimBA performs
a fixed size update disregarding the margin of the loss reduction. This fixed step size may be too big
(introducing unnecessary distortion), or too small (not fully exploiting the steep descent of the loss).

We propose a new strategy to address above two limitations of SimBA, based on our observation that
the loss varies much more smoothly with respect to perturbations in the DCT domain than in the pixel
domain. This helps us construct an accurate approximation of the loss along the DCT basis via linear
or quadratic fitting without additional query, and we use it to find an adaptive update step size, which
provides a good balance between the decrease in loss and the increase in distortion. Our method
consists of two main components: an interpolation scheme to extract perturbations from unproductive
queries, and an interpolation/extrapolation scheme to adaptively adjust the step size according to the
magnitude of the loss reduction revealed by productive queries. We refer to our method as Black-box
Attack Based on Interpolation and Extrapolation Schemes (BABIES).
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2 BACKGROUND

Let f : [0,1]7 — RX be a classifier with d inputs and K classes, where f,(x) is the predicted
probability that image x belongs to class k. The predicted label of the image x is denoted by
h(x) := argmax;,_; _  fx(x). An adversary aims to generate a perturbed image, denoted by X,
with a small perturbation that solves the following constrained optimization problem

. . h(x) # h(x) (untargeted),
min §(x,X) s.t. . . (D

% h(x) =19 (targeted),
where 0(+, -) measures the perceptual difference between the original image x and the adversarial
%, and § is the target label for targeted attacks. The ¢5 norm d(x,X) := ||x — X||2 is used as the

distortion metric. For untargeted attack, we define the adversarial loss as the probability of the
original class h(x), i.e., L(X, (X)) := fjx)(X). For targeted attack towards a label 7, the loss

is L(X,9) = —fy(X). Assuming B is the maximum allowable number of queries and p is the
maximum image distortion, the optimization problem in Eq. (1)) is modified to
min L(%X,y) s.t. [|x —x|j2 < p, queries < B. 2

For the rest of the paper, we suppress the dependence of L on y and write L as L(x) for brevity.

Our method is built upon SimBA (Guo et al., 2019b), a random search black-box approach.
SimBA (see Algorithm 1) finds adversarial images by iteratively - -
updating perturbation & using fixed step size €. At current iterate _Algorithm 1: SimBA

x + 4, assume search direction q, three cases could happen: 1: Procedure:
. _ _ SimBA(x, 9, @, €)
“t ??S?it;(q- cqand L(x+0—eq) < Lx+0) = update 570 T g

3: while h(x + §) # ¢ do

C2: Queryatxteqand L(x+d +eq) < L(x+d) < L(x+ 4 Pickq € Q randomly
§ —eq) = update § to § + £q; 5: for B €{—¢c,c}do
) 6: L' =L(x+ 4+ B3q)
C3: Query atxteqand min(L(x+6+¢eq), L(x+d—eq)) > 7. if L' < L(x + ) then
L(x+d) = not update 4. 8: § =0+ fBq
Each iteration requires from 1 to 2 queries, and the procedure is 9: L=1

repeated on a set () of randomly selected directions q until an ~ 10: break
adversarial image is found or the prescribed query budget is met. 113 returnd

DCT attack. In this work, we perform attacks on the low frequency DCT domain. We extract the
set of orthogonal frequencies by the DCT, retaining only a small fraction of the lowest frequency
directions to craft adversarial perturbations on that subset. The effectiveness of low frequency DCT
perturbations has been demonstrated in (Sharma et al., 2019; |Guo et al., 2019b). Here, our new
observation is that the adversarial loss is smooth along DCT basis, of which we take advantage to
deploy our interpolation/extrapolation schemes.

3 THE BABIES ALGORITHM

Intuition. Potential inefficiency of Algorithm 1 can occur in the aforementioned three cases. In
C3, two queries at x + 0 &£ £q are wasted leading to zero reduction of the loss. In C1 and C2, the
step size € does not adapt to the slope AL /e (where AL is the size of loss reduction). This fixed &
may be either too small to fully exploit a steep slope, or too big that adds too much distortion for
marginal loss reduction. Our key idea is to exploit the smoothness of the loss in the DCT domain to
improve the usage of the above one or two queries by introducing: i) an interpolation scheme to find
a good update for ¢ in C3, and ii) an interpolation/extrapolation scheme to adaptively choose a step
size o (instead of relying on fixed €) in C1 and C2, without additional query.

Interpolation to improve C3. Here, we have the loss values at three points x_. = x + 0 — q,
Xo=x+0and X, =x+d +eq. Asmin(L(x_.), L(x.)) > L(xo) in C3, a natural idea is to fit
three data points with a parabola, then update the perturbation 6 such that x + ¢ is the minimizer of
the parabola, which locates within [x_.,x.]. We update § and compute the loss value at the new
state via interpolation (rather than direct query) as follows. Its accuracy is illustrated in Figure 2[c).
L(xc) — L(x—) 1 (L(x:) — L(x-c))*

q, Lint = L(XO)+§L(XE) — 2L(X0) T L(X,E)' (3)

3
0=0+ 2 L(x.) — 2L(x0) + L(x_.)



Published at ICLR 2021 Workshop on Security and Safety in Machine Learning Systems

Interpolation/extrapolation to improve C1 and C2. Here, the idea is to construct an empirical
distribution of AL, and use this distribution to compute an adaptive step size « for updating 6. Let
z = logyo(AL) and €pin, Emax be the lower and upper bounds of the step size. We denote by g, (z|x)
the empirical distribution of log,,(AL) for the image x at iteration n, and by p.,,(x) and o,,(x) the
mean and the standard deviation of g, (z|x), respectively. Then, « is adaptively adjusted within
[Emin, Emax] SO that it grows linearly in z in the interval [w,, — cop, iy, + coy], in particular,

z—(,un—can)E _z—(un—l—can)emin}}.

max
2coy, 2coy,

“)

a = min {gmax, max {5min,

In this way, a big AL leads to an aggressive step, and

a small AL leads to a conservative step. We set ¢ = 0 _Algorithm 2: BABIES in Pseudocode
to use the fixed step size ¢ for the first 10% of the 1: Procedure:

iterations, during which a good empirical distribution BABIES(x, §, Q, €, €min, Emax; )
gn, can be constructed, and ¢ = 2 after that. Similar to 10=0L=Lx+9)

C3, we interpolate or extrapolate the loss value at the : while h(x + 6) # 7 do

new perturbed states without additional loss queries. Pick q € @ randomly
for 5 € {—¢,e} do

Compute L' = L(x + & + 8q)
if L' < L(x + §) then
Compute the step size o using @)

An illustrative example. We illustrate the effective-

ness of the interpolation and extrapolation on an ex-

ample image. Figure [T]shows attacking DCT domain

(BABIES-DCT) is easier than pixel domain (BABIES- Update § =6 + aq .

Pixel). Compared to SImBA-DCT (same setting as 10: Update L by extrapolating at x + 9
: 11: Update the empirical distribution g,

LRADINRDN

BABIES-DCT but without interpolation and extrap- ;. break

olation), BABIES-DCT’s loss decays faster. Thisis 3. elseif L(x + 6 + eq) > £ then

due to the fact that the loss function varies smoothly  14: Update § and £ using (3)

in frequency domain, so that our interpolation and ex-  15: Update the empirical distribution gy,

trapolation schemes are accurate (verified in Figure[2). ~ 16: return §

(c) BABIES-DCT distortion ) BABIES-Pixel ad al (e) BABIES-Pixel distortion
-Pixel adversarial
l8]l2 = 2.78 @ 18]12 = 3.65

(a) Clean (b) BABIES-DCT adversarial

(f) Loss decay

——BABIES-DCT
— =SimBA-DCT
BABIES-Pixel

-+ SimBA-Pixel

Figure 1: Both BABIES-DCT and BABIES-Pixel attacks are successful at changing the label; the l?;enﬁorm of
BABIES-DCT is smaller than that of BABIES-Pixel. The two DCT attacks achieve faster loss decay than the
pixel attacks, indicating that the DCT domain is easier to attack for this image. BABIES-DCT'’s loss decays
faster than SImBA-DCT’s loss, but BABIES-Pixel’s loss decays slower than SimBA-Pixel’s loss, because the
loss function is smoother in the frequency domain than in the pixel domain, as illustrated in Figure@
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Figure 2: (a, ), (b,g), (c, h) illustrate the loss landscapes corresponding to the cases C1, C2, C3, respectively.
The loss is much smoother in the frequency domain than in the pixel domain. BABIES-DCT can exploit
such smoothness to build accurate interpolation shown in (b,c) and extrapolation shown in (a), while similar
procedures for BABIES-Pixel (f,g,h) are not as successful. The average interpolation/extrapolation error of
BABIES-DCT (shown in (e)) is about one order of magnitude smaller than that of BABIES-Pixel (shown in (j)).

5 4 3 2 -1
log (error)
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4 EXPERIMENTAL EVALUATION

We compare BABIES with the following established algorithms: Bandits-TD {5 attack (Ilyas et al.,
2019), SimBA-DCT (Guo et al.l [2019b) and ¢5-Square Attack (Andriushchenko et al.l [2020) on
targeted attacks for CIFAR-10 and ImageNet. The following standard metrics are used to evaluate
attack performance: the mean and median number of queries of successful attacks (Avg. QY and Med.
QY), the success rate (SR), and the resulting average distortion in ¢ norm (Avg. ¢5). Experiment
setup, ablation study and additional results on untargeted attacks are included in Appendix.

Evaluating interpolation/extrapolation (Figure[3). We evaluate the effectiveness of the proposed
interpolation and extrapolation schemes by comparing BABIES-DCT and SimBA-DCT. The only
difference between the two methods is that BABIES-DCT uses interpolation and extrapolation.
Inception_v3 is used as the target model. The result in Figure[3|sends a consistent message as Figure
2] (d,e) that these schemes can significantly improve the growth of the success rate. The distribution
of the approximation error shown in Figure 3] (b,e) indicate that the interpolation/extrapolation
is sufficiently accurate to guide the random search. In addition, the dramatic variation of AL
demonstrates the necessity of adaptive step size to control the growth of the total distortion.

Aggregate statistics (Table [T & 2). For CIFAR-10 in Table[I] our method shows a very strong
performance for the Inception_v3 model, where it outperforms the others in all three metrics and
requires much fewer number of queries (32% less than those from the next baseline). The evaluated
methods are much more comparable for VGG13, with Square Attack having the best performance
overall. The advantage of BABIES-DCT is also well demonstrated in targeted attack on ImageNet
(Table 2). With comparable average ¢, distortion and success rate, BABIES-DCT achieves about
18% average query reduction compared to Square Attack, the second best in this case.

Table 1: Comparison on targeted attacks for CIFAR-10

Inception v3 VGG13
Attack Avg. QY  Med. QY SR Avg. Lo Avg. QY  Med. QY SR Avg. 0o
Bandits 795 538 79.8% 3.65 682 298 94.7% 2.78
Square-Attack 293 148 85.3% 3.63 215 99 97.7% 2.79
SimBA-DCT 251 150 89.5% 3.74 414 194 80.6% 2.96
BABIES-DCT 172 82 91.7% 3.71 297 96 93.9% 2.89

Table 2: Comparison on targeted attacks for ImageNet

Inception v3 ResNet50
Attack Avg. QY  Med. QY SR Avg. lo Avg. QY  Med. QY SR Avg. 0o
Bandits 15362 14365 82.5% 12.5 13991 10356 88.5% 9.3
Square-Attack 15211 12192 95.0% 11.9 7506 5805 99.5% 9.1
SimBA-DCT 16419 12934 90.0% 10.8 8761 6244 95.5% 8.8
BABIES-DCT 12856 10744 97.5% 11.7 6115 5376 100.0% 9.1

Targeted attack on CIFAR-10

Targeted attack ° € o
(d) Success rate (e) Interpolation/extrapolation error distribution () Empirical distribution of logo(AL)

(2) Success rate (6) Interpolation/extrapol

ImageNet
®eror. d\smbumno 4 (c) Empirical distribution of log,(AL) 1.0

0.8
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SImBA-DCT
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Figure 3: Comparison between BABIES and SimBA to show the effectiveness of the interpolation/extrapolation
for targeted attacks. The error distribution in (b, €) show a good accuracy of interpolation/extrapolation, which
leads to faster growth of the success rates for BABIES shown in (a, d). The distribution of log,,(AL) in (c,f)
shows the necessity of adaptive step size to control the growth of the total distortion.
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A APPENDIX

A.1 EXPERIMENT SETUP

We provide details of how to setup the numerical experiments in Section d] For the CIFAR-10
(Krizhevsky, 2009), we select 1,000 correctly labeled images (scale to [0, 1]) and test on two pre-
trained classifiers: Inception_v3 (Szegedy et al.l 2016) and VGG13, taken from the repository
https://github.com/huyvnphan/PyTorch . CIFAR10. We set ¢ = 2.0, eppin = 1.0, €max =
3.0 and ¢ = 2 for BABIES, and constrain the perturbation’s {5 norm with an additional /s projection
step. For ImageNet (Recht et al., 2019), we randomly select 200 correctly labeled images from
the ImageNetV2 (Recht et al.,[2019) and attack pre-trained Inception_v3 and ResNet50 classifiers,
downloaded from PyTorch. We set ¢ = 0.2 for SimBA-DCT and BABIES-DCT, as suggested in
(Guo et al.,|2019b). The other hyper-parameters of BABIES-DCT are €5, = 0.15, €;pax = 0.25 and
¢ = 2. The maximum number of queries is set to be 3072 for CIFAR-10 and 10, 000 and 50, 000 for
ImageNet untargeted and targeted attacks, respectively.

A.2 RESULTS ON UNTARGETED ATTACKS (TABLES [3] & [4)).

Table [3] reports the comparison results evaluated in the untargeted attack on CIFAR-10. For the
Inception_v3 model, BABIES-DCT significantly outperforms the other baselines in query efficiency.
Our method requires 42% fewer queries compared to strongest baseline method (SimBA-DCT). Our
success rate (95.4%) is second to Square Attack (96.8%). For the VGG13 model, BABIES-DCT is
comparable to Square Attack and require significantly fewer queries than SimBA-DCT and Bandits.
However, SimBA-DCT achieve the highest success rate. For ImageNet test case (Tabled), Square
Attack has the overall best performance for both Inception_v3 and ResNet50. Even though Square
Attack only achieves 92.5% success rate for Inception_v3, it requires much fewer queries on average
to generate a successful attack.

Table 3: Comparison on untargeted attacks for CIFAR-10

Inception v3 VGG13
Attack Avg. QY  Med. QY SR Avg. lo Avg. QY  Med. QY SR Avg. lo
Bandits 398 58 94.3% 2.35 236 98 98.4% 1.94
Square-Attack 130 44 96.8% 2.40 143 51 98.1% 2.00
SimBA-DCT 110 39 89.3% 2.37 366 189 99.9% 1.95
BABIES-DCT 64 19 95.4% 2.39 137 27 97.5% 2.09

Table 4: Comparison on untargeted attacks for ImageNet

Inception v3 ResNet50
Attack Avg. QY  Med. QY SR Avg. 0o Avg. QY  Med. QY SR Avg. lo
Bandits 3813 1904 72.5% 4.98 1395 810 99.5% 5.01
Square-Attack 1932 832 92.5% 4.99 1234 534 99.0% 4.98
SimBA-DCT 2770 1715 97.5% 5.35 1565 1246 100% 438
BABIES-DCT 2591 1536 98.5% 5.36 1391 1172 100% 4.13

A.3 QUALITATIVE RESULTS (FIGURE[4)).

Since the distortion metric is only an approximation of the imperceptibility, we would like to compare
how imperceptible the adversarial images are to the human eye. For that purpose, we selected four
images from the targeted attack (on Inception_v3) experiment to explain our observations. The clean
images and the distorted images are shown in Figure[d] It is easy to see that different methods lead to
different types of distortion. Even though Bandits is less efficient in our experiments, it generates
the most imperceptible adversarial images with comparable /5 norms. The adversarial images from
BABIES-DCT and SimBA-DCT exhibit noticeable wave-like distortions for some images, especially
when the background color is light. Square Attack generates more noticeable sharp distortions,
because the distortion mass is concentrated in a set of small squares. One possible reason is that
Square Attack almost merely searches for perturbations near the boundary of the /5 ball, which
reduces the chance of finding good but small perturbations near the center of the /5 ball.
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Figure 4: Qualitative comparison of the imperceptibility of distortion. The distorted images are
selected from the targeted attack (on Inception_v3) experiment. Bandits produces the most impercep-
tible perturbations. The wave-like distortions from SimBA-DCT and BABIES-DCT are noticeable
for some images. Square attack generates in general more noticeable distortions compared with the
other methods.

A.4 INFLUENCE OF THE RANDOM SEED ON OUR ALGORITHM
Since our algorithm is essentially a random search algorithm, it is necessary to demonstrate that the

performance of our method does not vary dramatically with the change of the random seed. To this
end, we use the case attacking Inception v3 for ImageNet to test the robustness of our algorithm



Published at ICLR 2021 Workshop on Security and Safety in Machine Learning Systems

with respect to the random seed. We use the same settings as in Section 4 and only change the random
seed. For untargeted and targeted attacks, we run our algorithm with 20 randomly generated random
seeds. The testing results are given in Table[5] We can see that our algorithm performs stably when
changing the random seed. The success rate varies within 2%. The difference between the maximum
and minimum numbers for both Avg.QY and Med.QY is around 2% ~ 3% of the mean values, where
the standard deviation of those quantities are smaller than 2%. Thus, our idea of exploiting the
smoothness of loss to accelerate random search is a statistically effective approach.

Table 5: Results on influence of the random seed (Inception_v3 for ImageNet)

Untargeted attack
Med.QY | SR | Avg.lsy

Ave.QY \
Mean Min Max | Mean Min Max | Mean Min Max | Mean Min Max
‘ 1543 1530 1569 ‘ 98.8% 98.5% 99.0% ‘ 5.50 5.47 5.54

2575 2551 2602

Targeted attack

Avg.QY

‘ Med.QY ‘ SR ‘ Avg.lo
Mean Min Max ‘ Mean Min Max ‘ Mean Min Max ‘ Mean Min Max
\

12620 12432 13001 10667 10470 10827 ‘ 982%  97.5%  99.0% ‘ 11.71 11.68 11.76

A.5 THE EFFECTIVENESS OF INTERPOLATION AND EXTRAPOLATION

To separately illustrate the effectiveness of the interpolation scheme in Eq. (3) and the interpola-
tion/extrapolation scheme in Eq. @), we test the performance of our algorithm by turning off one of
the schemes and compare with Algorithm 2 (both schemes are turned on) and SimBA-DCT (both
schemes are turned off). We use the same setting as in Section 4 except that we turn off either the
interpolation and the extrapolation scheme in Section 3.

The results are shown in Table |6l We can see that the both schemes make contributions to the
improvement of BABIES-DCT over SimBA-DCT. The interpolation scheme proposed in Eq. (3)
makes a bigger contribution than the scheme proposed in Eq. (). Taking the inception_v3 result
in Table [7) as an example, BABIES-DCT-full reduces the Avg.QY by about 21%, compared with
SimBA-DCT. The very simple interpolation scheme proposed in in Eq. (3) itself reduces the Avg.QY
by 18%, and the scheme proposed in Eq. (@) only reduces the Avg.QY by 7%. This means that when
both loss queries at each iteration are bigger than the current loss value from the previous iteration,
i.e., the case C3, it is statistically more likely that the current loss value is NOT the local minimum,
so that exploiting the smoothness to update the current does make significant improvement.

Table 6: Results on effectiveness of interpolation and extrapolation for untargeted attacks on
ImageNet. SimBA-DCT: the original SimBA in Algorihm 1, BABIES-DCT-interp: only turning on
the scheme in Eq. (3); BABIES-DCT-extrap: only turning on the scheme in Eq. {#); BABIES-DCT-
full: turning of both schemes, i.e., Algorithm 2.

Inception v3

Attack Avg. QY Med. QY SR Avg. Uy
SimBA-DCT 2770 1715 97.5% 5.35
BABIES-DCT-interp 2683 1608 98.5% 5.62
BABIES-DCT-extrap 2701 1636 98.5% 5.66
BABIES-DCT-full 2591 1536 98.5% 5.36
ResNet50
Attack Avg. QY Med. QY SR Avg. (o
SimBA-DCT 1565 1246 100% 4.38
BABIES-DCT-interp 1443 1187 100% 4.57
BABIES-DCT-extrap 1464 1205 100% 4.55
BABIES-DCT-full 1391 1172 100% 4.13
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Table 7: Results on effectiveness of interpolation and extrapolation for targeted attacks on ImageNet.
SimBA-DCT: the original SimBA in Algorihm 1, BABIES-DCT-interp: only turning on the scheme
in Eq. (3); BABIES-DCT-extrap: only turning on the scheme in Eq. (#); BABIES-DCT-full: turning
of both schemes, i.e., Algorithm 2.

Inception v3
Attack Avg. QY Med. QY SR Avg. (2

SimBA-DCT 16419 12934 90.0% 10.8
BABIES-DCT-interp 13344 11119 97.5% 11.9
BABIES-DCT-extrap 15210 12140 97.0% 12.1

BABIES-DCT-full 12856 10744 97.5% 11.7
ResNetS0

Attack Avg. QY Med. QY SR Avg. 4y

SimBA-DCT 8761 6244 95.5% 8.8

BABIES-DCT-interp 6343 5497 100% 8.8

BABIES-DCT-extrap 7385 5893 100% 9.2

BABIES-DCT-full 6115 5376 100.0% 9.1

A.6 ADDITIONAL DISCUSSION

The BABIES method and SimBA essentially belong to the category of minimum norm attack methods,
while Square Attack and Bandits are maximum allowable attack methods. Our method could produce
adversarial images with distortions noticeably larger than the average distortion, but it could also find
successful adversarial images with very small distortions. In contrast, we observe that Square Attack
and Bandits turn to push the distortion to the maximum allowable one in the very early stage of the
searching process, which reduces the chance of finding good attacks near the center of the ¢5 sphere
but guarantees the /5 constraint is always satisfied. Therefore, since both type of methods have their
advantages, the experimental comparison in this paper only serves the purposes of demonstrating the
significance of exploiting loss smoothness.

There are several possible directions to pursue in the future research. One is to investigate the loss
smoothness in other spaces, e.g., replacing DCT with wavelet transform. In fact, the idea of Square
Attack makes Haar wavelet transform a good candidate to study. An advantage of using wavelet
transform is that wavelet is only supported locally, which means perturbing a wavelet mode will
result in a smaller distortion than perturbing a globally supported cosine basis. Another area for
improvement is to perturb multiple DCT modes within each iteration for more efficient exploration.
We leave these directions for future work.

A.7 INFORMATION ON THE CODES IN THE SUPPLEMENTARY MATERIAL

We provide the codes to reproduce the results of BABIES and the baselines in the supplementary
material. The codes for BABIES and SimBA algorithms can be found in the folder BABIES. The
codes for Bandits and Square Attack are put in folders Bandits and Square_Attack respectively.
For baseline methods, we use the default hyperparameter values suggested by the authors of those
methods. Statistical results generated from running these codes will be saved in the subfolder
results in each corresponding folder.

For CIFAR-10 test case, the attacked images, their correct and targeted labels will be loaded from file
cifar_testset.pth folder CIFAR10/data. For convenience, we also include these images
in imgs folder, as well as their labels in . txt files. The pretrained classifiers for CIFAR-10 was
acquired from https://github.com/huyvnphan/PyTorch CIFAR10. Due to their large
size, we do not include these in the supplementary. For the codes to run properly, the users can
download the model files vggl3_bn.pt and inception_v3.pt from the above source and put
them into the CIFAR10/models/state dicts.

For ImageNet test case, the attacked images will be loaded from folder ImageNet /data/imgs.
Their correct and targeted labels are from files class2image.txt and target_label.txt

10
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respectively. The pretrained classifiers are acquired from torchvision.models and will be
downloaded automatically once the codes are run.

Our codes were tested on GPU with:

e Python 3.7.9,
e PyTorch 1.7.1,

e torchvision 0.8.2.

Further information on running each particular algorithm can be found in README . t xt files in each
corresponding folder.
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